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What is Artificial Intelligence (AI)?
• “Artificial Intelligence refers to the development of computer algorithms that can perform tasks that typically 

require human intelligence, such as learning, reasoning, perception, and decision making” (ChatGPT)

• AI is based on machine learning algorithms and other computational techniques:

Probabilistic Reasoning
Machine Learning

Predictive Modeling

Deep Learning

Decision Trees

Computational Logic
Rule-Based Systems

Logic Programming

Heuristic Techniques

Case Based Reasoning

Optimization Techniques
Constraint Satisfaction

Constraint-Based Reasoning

Linear Programming

Genetic Algorithms

Perception Systems/Ambient 

Intelligence
Computer Vision

Olfactive & Haptic

Auditory/Speech

Knowledge Representation, 

Learning/Search
Knowledge Graphs

Semantic Networks

Natural Language Processing
Text Analytics

Natural Language Understanding

Chatbots

Natural Language Generation

Dialog Management
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Rajpurkar, Pranav, and Matthew P. Lungren. "The Current and Future State of AI Interpretation of Medical Images." New England Journal of Medicine 388.21 (2023): 
1981-1990.

Medical Image Interpretation 



Predicting patient decompensation in the ED 

Sundrani, Sameer, et al. "Predicting patient decompensation from continuous physiologic monitoring in the emergency department." NPJ Digital Medicine 6.1 (2023): 60.

Liu, Yuan, et al. "A deep learning system for differential diagnosis of skin diseases." Nature medicine 26.6 (2020): 900-908.



Large Language Models 

How frequently do you utilize ChatGPT for work-related activities?*

A) Never used it

B) I used it a few times, but it was not helpful 

C) I used it a few times, but I recently started to use it more

D) I use it almost every day, can work without it!



Meskó, Bertalan, and Eric J. Topol. "The imperative for regulatory oversight of large language models (or generative AI) in healthcare." npj Digital Medicine 6.1 (2023): 120.

Opportunities for LLMs 

Medical question answering

Nori, Harsha, et al. "Capabilities of gpt-4 on medical challenge problems." arXiv preprint arXiv:2303.13375 (2023).



Medical question answering

Singhal, Karan, et al. "Towards expert-level medical question answering with large language models." arXiv preprint arXiv:2305.09617 (2023).

Curbside consult 

Lee, Peter, Sebastien Bubeck, and Joseph Petro. "Benefits, limits, and risks of GPT-4 as an AI chatbot for medicine." New England Journal of Medicine 388.13 (2023): 1233-1239.



Lee, Peter, Sebastien Bubeck, and Joseph Petro. "Benefits, limits, and risks of GPT-4 as an AI chatbot for medicine." New England Journal of Medicine 388.13 (2023): 1233-1239.

Documentation

Answering patient questions

Ayers, John W., et al. "Comparing physician and artificial intelligence chatbot responses to patient questions posted to a public social media forum." JAMA internal medicine (2023).



Kanjee, Zahir, Byron Crowe, and Adam Rodman. "Accuracy of a Generative Artificial Intelligence Model in a Complex Diagnostic Challenge." JAMA (2023).

Differential Diagnosis 

Singhal, Karan, et al. "Large language models encode clinical knowledge." Nature (2023): 1-9.



Prompt matters



Prompt matters: same case 



AI in healthcare 

Autonomous vs. Assistive AI systems

Bitterman, Danielle S., Hugo JWL Aerts, and Raymond H. Mak. "Approaching autonomy in medical artificial intelligence." The Lancet Digital Health 2.9 (2020): e447-e449.



Digital diagnostics 

Plesner, Louis L., et al. "Autonomous Chest Radiograph Reporting Using AI: Estimation of Clinical Impact." Radiology 307.3 (2023): e222268.

Autonomous CXR interpretation

Multicenter retrospective study of 1529 patients.

Of all normal posteroanterior chest radiographs, 28% were autonomously 

reported by AI (sensitivity higher than 99%).

This corresponded to 7.8% of the entire posteroanterior chest radiograph 

production.

The time from the study is received to the output is up to 10 seconds.



Bias in AI 

Obermeyer, Ziad, et al. "Dissecting racial bias in an algorithm used to manage the health of populations." Science 366.6464 (2019): 447-453.

Wearables may not accurately track heart rates in people of 
color

Shcherbina, Anna, et al. "Accuracy in wrist-worn, sensor-based measurements of heart rate and energy expenditure in a diverse cohort." Journal of personalized medicine 7.2 (2017): 3

STAT 



Zack, Travis, et al. "Coding Inequity: Assessing GPT-4's Potential for Perpetuating Racial and Gender Biases in Healthcare." medRxiv (2023): 2023-07.

Zack, Travis, et al. "Coding Inequity: Assessing GPT-4's Potential for Perpetuating Racial and Gender Biases in Healthcare." medRxiv (2023): 2023-07.



Zou, James, and Londa Schiebinger. "AI can be sexist and racist—it’s time to make it fair." (2018): 324-326.

Kaushal, Amit, Russ Altman, and Curt Langlotz. "Geographic distribution of US cohorts used to train deep learning algorithms." Jama 324.12 (2020): 1212-1213.



Liability 

Suppose you, as a physician, relied on a digital diagnostic tool to screen a newly diagnosed diabetic patient

for diabetic retinopathy, and the device showed no signs of the condition. Would you consider yourself

liable if the patient suffers vision impairment due to undiagnosed diabetic retinopathy within six months

since you advised a one-year follow-up?*

A) Yes 

B) No

C) I am not sure 

Liability

If you discharged a patient based on a "normal" chest X-ray (CXR) read by the ChestLink system, but

two years later, the same patient presents to their primary care physician with symptoms of weight

loss and cough and is subsequently found to have a malignant lung nodule that was present in the

original CXR, would you consider yourself liable for not identifying the nodule initially?*

A) Yes 

B) No

C) I don’t know 



Price, W. Nicholson, Sara Gerke, and I. Glenn Cohen. "Potential liability for physicians using artificial intelligence." Jama 322.18 (2019): 1765-1766.

Potential liability for physicians using artificial intelligence
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Want to learn more ? 

Questions? 

Email: asaenz@bwh.harvard.edu


